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to environmental perturbation, or are so small that random birth and

death events and genetic drift threaten them. The number of species

in this set of vulnerable populations will depend on many factors--

especially the size of the reserve, because the larger the reserve, the

smaller the proportion of species that will have marginal population

sizes. If choices mus t be made among candidate species, then the

ecological role of the species is perhaps the most important criterion.

Large predators and other keystone or mutualistic species such as

some trees (Chapter 15) and pollinators (Chapters 19 and 21) are

automatic targets .

lf"Nature knows best" and Nature abhors close inbreeding (Chap-

ter 3), then managers should too. Every rule has its exceptions, how-

ever, including this one---especially when a past history of inbreeding

requires extreme remedies, even the purging of certain recessive del-

eterious genes from a group (Chapter 6).


Chapters 4 and 5 suggest that any measurable increase in homo-

zygosity is likely to extract a cost in the currencies of immediate fitness

and long-term adaptability. But even more dangerous than inbreeding

depression is the kind of"depression" that afflicts some agencies when

it appears that a population is too small to save. The point is that

even when numbers are very low recovery is possible, given the will

and the resources. Theory indicates that most genetic variation

(though not the rare alleles) can be saved from even a handful of

individuals. In such cases, it is usually financial resources, not genetic

resources, that is the limiting factor.

Finally, genetic systems are too heterogeneous to allow generaliza-

tions about the dangers of outbreeding depression in specific cases.

Managers of threatened or endangered species, whether the species

are captive or managed in the wild, must be aware of the hazards

discussed above and in the following chapters. The problems range

from meiotic disturbances and sterility in the F, generation to quan-

titative reduction in developmental homeostasis, viability, local ad-

aptation, and host recognition, to inappropriate timing of reproduction

(Templeton, Chapter 6). Anticipating all the potential problems may

be impossible, but chromosomal surveys and autecological studies

could eliminate most sources of failure.

M.S.
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MINIMUM VIABLE


POPULATIONS: PROCESSES OF


SPECIES EXTINCTION


Michael E. Gilpin and Michael E. Soule

The term "minimum viable population" has come into vogue, possibly

because of an injunction from the Congress of the United States (Na-

tional Forest Management Act of 1976) to the U.S. Forest Service to

maintain "viable populations" of all native vertebrate species in each

National Forest. The term implies that tl1ere is some threshold for the

number of individuals, or some multivariate set of thresholds and

limits, that will insure (at some acceptable level of risk) that a popu-

lation will persist in a viable s tate for a given interval of time. This

chapter introduces the term "population vulnerability analysis" (PVAJ


for analyses that estimate minimum viable populations (MVPsl. That

is, MVP is the product, and PV A the process.

Earlier investigations of the MVP problem, including MacArthur

and Wilson (1967), Richter-Dyn and Goel (1972), and Leigh (1975),

emphasized a demographic approach, in which the expected lifetime

of a population was the objective. Their work was based on birth and

death branching processes, and they found that there were critical

"floors" for size, below which the population would quickly go extinct.

A second, more recent body of work (for reviews see Frankel and Soule,

1981, and Schoenwald-Cox eta!., 1983) has focused on genetic aspects

of the population extinction question; again, the findings support the

existence of critical factors ofpopulation size and population structure,

below which inbreeding and loss of selectable variation become a


problem for the continued survival of the population.
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20 CHAPTER TWO I GILPIN & SOULE

A paper by Mark Shaffer (1981) appears to have been the first to

take an overall systems perspective. He began by dis tinguishing de-

terministic extinction from chance or stochastic extinction. Then he

distinguished four separate forces, or kinds of variation, that indepen-

dently contribute to population extinction. The first two, demographic

stochasticity and genetic stochasticity, were jus t mentioned. The sec-

ond two, identified by Shaffer, were environmental stochasticity (en-

vironmental shocks received by all members of a population), and

catastrophes. Despite this comprehensive view, however, Shaffer used

only a combination of demographic and environmental stochasticities

in his study of the grizzly bear (Shaffer, 1983).

Es timating MVPs is complex. Efforts to consider all four effects

jointly and, beyond these, to consider the consequences of habitat

fragmentation, have been slow to develop. As elaborated in this chap-

ter, the probability of extinction cannot be pegged to population size

alone. In addition, each situation will have a set of "minima" (Sal-

wasser eta!. , 1984; Soule, in press), depending on the life history of

the species (population), the tempornl nnd spntinl distribution of its

resources, and its level of genetic variation. In other words, there will

be no "magic number," no single MVP that is universally applicable

to all species.

These considerations might appear to undermine the idea ofMVPs,

but we would not agree that the term should be abandoned. Firs t, it

is already widely used, and it focuses attention on a critical problem.

Second, its disappearance or repudiation would have deleterious ef-

fects on conservation. Third, it conveys three important concepts:

1. It defines the single species population as the unit of study. 

1


2. The term "viability" stresses that we are concerned with the per-

sistence of the population over some relatively long temporal in-

terval.

3. The idea of "minimum" suggests that there are critical aspects of

the "population-in-its-environment," whether involving its total

size, its distribution, or some feature of its genetics. that govern

its probabilistic decay fi"<nn existence to extinction.

In this chapter we take a conceptual, pluralistic overview of the pro-

cess of species extinction. We do this to provide a framework for the

integration of ecological, population dynamic, and population genetic

models that mus t be brought to bear on this vital issue. We base our

'Rut. as will he d i s c u s s ~ d  later in the chapter. this unit may not apply to sys tems of

patch populations (i.e .. "nu_·iapopul.:ltinn.'i"l.
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efforts on the seminal analysis of Shaffer (1981), but we go beyond

Shaffer in two important ways. We not only identify the components

of population vulnerability analysis (PVA), but we examine the feed-

back loops by which the decay in one factor (such as population size)

can exacerbate not only itself but also the behavior of other factors

(such as inbreeding and fragmentation). 

2


A general conceptual model of the viable population problem is

important to a number of concerns in conservation biology. Captive

populations must be kept above the MVP that assures retention of

genetic variation and fitness. Ecological preserves mus t be large

enough to provide for the minimum viability of their important spe-

cies. MVP also plays a role in the emerging discipline of ecosystem

restoration, because it may govern the composition and timing of the

reintroduction of extirpated species. The following general model of

viability and its decay is intended to be a guide l(n· further work. not

a solution, per se, of the MVP problem.

THE DYNAMICS OF SPECIES VIABILITY

Species extinction is a systems phenomenon, involving the interaction

of processes and states. In the remainder of this chapter, we will

attempt to disentangle some of the major processes that lead to species

extinction. At the very least, our exercise provides a checklist f(Jr


assessing tlw completeness of a PVA for a particular species. Our

approach conceptually integrates the more exact and quantitative

models lor the demographic, environmental, and genetic mechanisms

that contribute to species extinction (Soule, in press I.


For reasons that will become apparent, we view PVA to be based

on three interacting fields, the s tates of which are constantly changing

and interacting. "Population phenotype" (PPl includes all of the phys-

ical, chemical and biological manifestations of the population. A sec-

ond field, the environment (E), is the context. It includes all aspects

of the abiotic and biotic factors that influence thP population TogPther.

these two liPids determine the third liPid: thl' "population structurl'

and fitness" (f'SFl. This is the field in which the dynamic consequences

of the interactions of population phenotype and the environment are

manifested. Table 1 lists the components of each of these fields, and

Figure 1 represents their overlaps and interactions schematically.

'W e see population vulnerability analys is as a touchstone for the validity of much of

the extant theory in population biology. PVA implicit.ly asks whPlhl'!" currPnt thPory is

sufficiently accurah· and c o m p n • l l P n ~ i  Vl' to rnakf' l o n g ~ k r m  pn·dict ion:-; as to Ow prob-

able persistenn· of populations.
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22 CHAPTER TWO I GILPIN & SOULE

TABLE I. Components of the three fields of population vulnerability

analysis (PVA).

Field 

Population 

phenotype (PP) 

Environment lEI 

Population s tructure 

and fitness IPSFJ 

Components of the field"


Morphology:

Variation of sizes, shapes, and patterns

Geographic and temporal variation

Physiology:

Metabolism

Metabolic efficiency

Reproduction

Disease resistance

Behavior (intra- and interspecific!:

Courtship and breeding

Social behavior

Interspecific interactions

Behavior (distribution):

Dispersal

Migration

Habitat selection

Habitat quantity

Habitat quality:

Abundance (density) of resources

Abundance of interacting species

Patterns of disturbance (duration, frequency,

severity, and spatial scale of disturbances)

Dynamics of spatial distribution:

Patch distribution

Metapopulation s tructure and fragmentation

Age structure

Size structure

Sex ratio

Saturation density

Growth rate (rl

Variance of r:


Individual

Within patches

Between patches

"The categories listed for each field are meant to be suggestive. not comprehensive.

Population pheno type

The population phenotype field can be divided into four sections. Al-

though these sections are somewhat artificial, they have heuristic

value. The first section of this field is the most concrete; it is the

morphologv section. Here we are dealing with the tangible, physical,

Population

phenotype

IPP)
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Environment

lEI

Population s tructure

and fitness

IPSFI

FIGURE I. The three interacting fields of analysis in population biology:

population phenotype IPP), environment IE), and population structure and

fitness IPSFJ. See text for complete discussion.

s tatic representations of size, volume, color, texture, and shape of

morphological structures. These are things that can be stored in mu-

seum cabinets .

The other three sections or components of the PP field are dynamic;

they are the physiological and behavioral processes of individuals . The

physiology section is metabolism in the broadest sense, including nu-

trition, coordination, reproductive processes such as gametogenesis .

and many aspects of disease resistance. A third section includes sex-

ual, courtship, breeding, and social behaviors. It also includes the

behavioral aspects of interactions with other species !prey, predators

and competitors). The fourth section includes those behaviors (migra-

tion, taxes, dispersal) that govern the choice of and movement between

different habitats .

Environment

It is useful to examine the environment field from two perspective;;-

quality and quantity, because a deterioration of either can extinguish

a population. While both quantity and quality contribute to the num-

ber of individuals that will be found in the associated region, each

does it in a different way (though this distinction may collapse under

certain circumstances, as discussed below). For terres trial species,

"quantity" refers to the amount of habitat availablP to thP population,

23
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24 CHAPTER TWO I GILPIN & SOULE

everything else being equal. Environment or habitat quantity scales

the total population size and may influence aspects of its distribution,

including how it responds to a perturbation of environment quality.

Environment quality comprises everything extrinsic that deter-

mines the adaptedness of the species including the relative fitness of

the individuals. It interacts with the population phenotype to establish

the population density or carrying capacity. Quality includes the s tates

of the physical environment, the abundance of resources (food, nu-

trients , shelter, mutualis ts , breeding sites), and the kinds and num-

bers of interacting species (competitors, predators, herbivores, and

disease organisms). Environmental quality also has dynamic compo-

nents; it includes the patterns of change in all of these factors. In

other words, quality depends on disturbance dynamics as much as it

does on average conditions.

From the viewpoint of population vulnerability analysis, the dis-

turbance regime where a population lives is often the most important

aspect of the environment. This is because many of the populations

that are subject to PVA will be restricted to island-like habitats such

as parks and refuges, and they will be unable to escape to other refugia

when the environment deteriorates rPeters and Darling, 1985). There-

fore, a PVA mus t anticipate the "worst-case" eventualities for each

targeted population in each place.

The complex nature of environmental quality notwithstanding, a


good naturalis t is often able to summarize his or her habitat knowl-

edge of a species, using such categories as "marginal" to "central," or

"good, medium, and bad." Such subjective judgments about environ-

ment quality will often be our best and only guides to the relative

merits of particular sites.

Populatio n s truc ture and fitnes s

Population phenotype and the environment interact to produce what

we call PSF. These are the measurable aspects of population s tructure

and fitnPss: the population's agP s tructure, sl'X ratio, siZl' s tructun',

and the distribution of individuals over time and space. ln this field

we also include the dynamic changes in these variables, which give

the population growth rate (r ) and the saturation density of the pop-

ulation.

DETERMINISTIC AND STOCHASTIC EXTINCTIONS

The goal of a population vulnerability analysis is to establish a min-

imum viable population that reduces the risk of an extinction to an

acceptable level. In this quest, it helps to classify extinctions into the
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two kinds mentioned above, deterministic and stochastic. Determin-

istic extinctions are those that result from some inexorable change or

force from which there is no hope of escape. Deforestation and glacia-

tion are two such forces for many species of trees. For monkeys, the

disappearance of all the trees in a region is such a force. For the

species-specific parasites of monkeys, the death of all the monkeys is

such a force.


A deterministic extinction occurs when something essential is re-

moved (such as space, shelter, or food), or when something lethal is

introduced (such as too many cats or hydrogen ions). Deterministic

extinctions can be linked. For example, the extermination of the dodo

bird by humans doomed a Mauritian plant species to extinction (Tem-

ple, 1977), because only by passage through the gut of the dodo could

the seeds of this plant be primed ((Jr germination. Lo,.;s of habitat has

already been a major factor in the extinction of a number of tropical

plant species (Gentry, Chapter 8). The total extinction of a species due

to habitat loss, however, can only occur (1 ) when the species is a local

endemic, (2) when it is already on the verge of extinction, or 13 I wiH'n


humans or global events cause wholesale habitat destruction.

Stochastic extinctions are those that result from normal, random

changes or environmental perturbations . Usually such perturbations

thin a population but do not destroy it; once thinned, however, the

population is at an increased risk from the same or from a different

kind of random event. The smaller a population, thP greater its vul-

nerability to such perturbations. Also, the shorter the interval be-

tween such events, the more likely the population will he pushed ovPr

the brink before it can recover to a safe size.

The following section will emphasize stochastic extinctions, be-

cause the processes involved are more subtle and morp difficult to

observe and defend against. As with most dichotomies. however, this

one can be misleading. Many extinctions are the result of a determin-

istic event that brings the population into a size range when· rathPr

frequent or probable stochastic events can easily terminate it. For

examplP, habitat destruetion or ov(·t·harv< 'sling will n·dun· a popula-

tion to the point where a stochastic extinction is inevitabll' I see Soull·


and Simberloff, 1986, for examples).

THE FOUR EXTINCTION VORTICES

We are proposing that any environmental change can set up positive

feedback loops of biological and environmental interact ions that have

further negative impacts on the population, possibly leading to its

extinction. We refer to these event trains as "pxtinction vortices." ThP
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26 CHAPTER TWO I GILPIN & SOULE

first question is, "What are the changes that can bring a population

under the influence of one of these vortices?"

Figure 2 attempts to capture such events -where a major loss of

habitat causes reductions in population size, N, and in population

distribution, D.

3 

The consequences of reductions inN  and D are shown

at the bottom of Figure 2. One possible outcome is the immediate

(deterministic) extinction of the population. If the population survives,

it will probably be more fragmented and will suffer an increase in

demographic stochasticity, and an increased chance of stochastic ex-

tinction.

~ - - - - - - - -

( 

PP E


r----

1


PSF
I 

I


I


I


~  I  

I F r n " " ' " ~ " " "  ' ~  { ~  

+ Demographic

randomness

EXTINCTION

(deterministic)

FIGURE 2. Consequences of a major loss of habitat. The population suffers

r!'ductions in population size IN !  and in dis tribution I D).  One possible outcomP

is the immediate determinis tic extinction of the population. Even if the pop-

ulation survives . it will be increasingly vulnerable to stochastic extinction.

I i = increase; l = decrease. I


'Fo r the purposes of this chapter we characterize the population dis tribution with a


single variable, D, wher< ' this is a summary s tatis tic that describes the intens ity of the

fragmentation-i.e. , the number of patches and the degree of their isolation. We rec-

ognize that fragmentation has both genetic and population dynamic consequences !Gil-

pin. in pn·ss al and that its dPscription may rPquire more than a scalar variable.
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Demographic s tochas ticity

"Demographic stochasticity" is often the immediate precursor of ex-

tinction. It is defined as the chance variation in individual birth and

death. It is assumed to be independent for each individual. In a small

population, extinction can occur accidentally (randomly) because of

high death rates or low birth rates. A population is not safe from such

a chance failure in recruitment until it has a large number of mem-

bers. For an organism that reproduces by fission, such as a microor-

ganism, MacArthur and Wilson (1967) found a critical limit of 10


individuals. For a dioecious organism with a more complex life history,

including a prereproductive period, Shaffer (1981) obtained numbers

in the range of 50. Whenever a population is drawn down to this size,

it is in danger of falling prey to demographic stochasticity.

Very small populations are therefore in extreme jeopardy. In Chap-

ter 12, Lovejoy et a!. show .that 10-ha patches of Amazonian forest are

large enough to contain only one or two groups of red howler monkeys

(Alouatta seniculus), with up to about 10 individuals in each group.

Such groups are not likely to persist for more than a few generations,

according to population biology theory.

Environmental s tochas tic ity

There are two general routes to the domain of strong demographic

stochasticity. The first is a decrease in habitat quantity. The second

is disturbance, or a deterioration in environmental quality. Most

changes in quality fall under the heading of environmental stochas-

ticity.

"Environmental stochasticity" is the random series of environmen-

tal changes. In models, a frequent assumption about environmental

variation is that all individuals in a patch feel these perturbations in

an equivalent way, and that regardless of the initial population size,

a series of negative blows can reduce the population by orders of


magnitude and bring it to a state where demographic stochasticity

can take hold. The distribution of the species in space, however, may

tend to ameliorate this, because a large range may introducP ('cological

heterogeneity that buffers the action of the perturbations.

Figure 3 adds two additional state variables. It suggests that a


perturbation can reduce r (for example, by reducing per capita re-

sources, and via mortality by affecting age structure). It also shows

that the genetic effective population size, Ne, is likely to be reduced.

Both effec ts -a lower Ne and increased demographic s tochas tic ity-

have consequences or "outputs," to use systems theory terminology.

The output of a lower Ne is an increase in genetic drift and inbreeding,
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FIGURE 3.
The effects
of
one
or
more
environmental perturbations
. These


can
affect
the
 population's
 growth
rate
 (r )
and also
reduce
the
genetic
effective


population size (N, . ).

while the output of increased demographic stochasticity is manifested

as an increase in the variance of the population growth rate, denoted

Var  (r ).

Var  (r ) has been employed to calculate extinction probabilities.

This study was pioneered by Feller (1957) and was developed further

by MacArthur and Wilson (1967), Richter-Dyn and Goel (1972), Leigh

(1981), and Goodman (in press). Var  (r ) should not be viewed as a


simple manifestation of any one ecological factor. Rather, it is the

distillation of all of the forces acting on and through a population. We


place Var  (r ) under PSF, because it is neither part of the population

phenotype, per se, nor is it part of the environment. Rather, it is a


statis tic that depends on the interaction of these two fields over time.
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These outputs lead to further changes of s tate in the field of P P -

where they can modify the population's genetics and phenetic s -and

then to the field of PSF, where population dynamics are affected, with

the possibility of deleterious effects on N,  N. ,  r , and Var  (r ).  We


distinguish four such loops: the R, D, F, and A vortices. It should also

be emphasized that the pathways of responses we are sketching can

be traveled multiple times and can become complex and intercon-

nected.

The R vortex

The R vortex is triggered when chance lowerings of N and increases

of Var  (r ) make the population vulnerable to further disturbances, in

turn reducing N further and increasing Var  (r ).  That is, the severity

of the impact of a disturbance may be exacerbated by the current

s tates of N and r, with a series of otherwise similar disturbances

having progressively more serious consequences on the population

(Figure 4). An example of this would be a case where the early dis-

turbances alter the age structure of a population in such a way as to

make it more vulnerable to subsequent disturbances. Or, an alteration

, - - - - - - - E n v i r o n m e n t a l

pPrlurbat ion\sl

- - ~ - -

' E \


pp ' )


!/ -----."" /


~ - ~ - k [  tr . -'N.n]


-L----=-r-

- - - - - ~ ; -  - - - /  

\
 I


\
 . 

~

- , - ~ - - - - - - - - - -

+ Demographic

L - -  randomnes s

FIGURE 4. The demographic (R) vortex is triggered when chance lowerings


of N and increases of Var  (r ) make the population vulnerable to further

disturbances, which in turn reduce N further and increase Var (r) still more.
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of the sex ratio away from 50:50 could lead to even greater variation

in birth and death rates (due, for example, to increased difficulty in

finding mates). The effects of low N over a number of generations can,

in a sense, be cumulative. That is, the probability that a small popu-

lation will be extinguished by demographic stochasticity alone in-

creases at a rate that is greater than the linear sum of the per gen-

eration probabilities of extinction.

The D Vortex

A lowering of N and an increase in Var  (r ) can alter the spatial

distribution of a population and can increase the patchiness of its

distribution (Figure 5 ! .  Fragmentation has a number of detrimental

implications. Firs t, because the probability of extinction of a local

patch varies inversely with the population size on the patch (Gilpin

and Diamond, 1976), more fragmented distributions are likely to in-

\


pp

~ " ~

PSF


- - - - - - ,

I


I


I


I


I ..


t_l 

t F r a g m e n t a t i o n ~ T T  f ) .


1 / t Demograph1c

f N,. randomness

E


FIGURE 5. The fragmentation (D) vortex. The effects of the R vortex can


alter the spatial distribution of a population, introducing or increasing frag-

mentation. More fragmented distributions increase the likelihood of local


extinctions, as well as having detrimental effects on N, ..
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crease further the rate of local extinction, further exacerbating the

problem of isolation.

Second, and less obviously, fragmentation with turnover of patch

populations has profound negative consequences for N. ,  potentially

producing effective population sizes that are orders of magnitude lower

than the actual total census count (Maruyama and Kimura, 1980;

Gilpin, in press b).


The F vortex

A decrease inN,. can have far-reaching consequences for a population,

especially if the low N,. persists for many generations. If  severe

enough, such reduced sizes can lead to the initiation of two genetically-

based vortices. Both vortices are the consequences of increased genetic

drift and the loss of heterozygosity and genetic variance.

The F vortex is predicated on the well-established connection be-

tween inbreeding and inbreeding depression (Frankel and Soule, 1981;

Ralls and B·allou, 1983) and also on the frequent, direct relationship

between individual heterozygosity and individual fitness (Allendorf

and Leary, Chapter 4; Ledig, Chapter 5). Inbreeding depression and

the loss of heterozygosity probably undermine most components of the

population phenotype, including metabolic efficiency, growth rate, re-

productive physiology, and disease resistance. In turn, these affect the

schedule of births and deaths that determine r in the PSF field. These

effects are relatively "hard," or absolute, because their impact is more

or less independent of the environment. Lower r and N further reduce

N. ,  completing this feedback loop (Figure 6), and increasing the prob-

ability of extinction via this vortex and the others.

The A vortex

The last vortex is also the consequence of genetic drift and loss of

genetic variance, but it manifests itself differently. Genetic drift can

affect the precision with which selection can "tune" a population to

its environment. Any process or event that decreases N,. will also

reduce the efficacy of stabilizing and directional selection, in turn

causing an increasing and accelerating lack of fit between the popu-

lation phenotype (PPl and the environment it faces (El. This reduces

r and N still further, draws the population still deeper into a vicious

cycle, and exacerbates all of the other vortices at the same time.

For example, a reduction in fitness (from either the Fo r A vortices,

or both) may increase fragmentation, with all of the derivative effects

mentioned above. In part, this may occur because marginal habitats

or patches become submarginal as fitness deteriorates. Second, and
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Environment-independent
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FIGUHE 6. Tlw inhn·pding 11<'1 and adaptation (i\1 vorlil'!'H. llolh an· llll'


consequences of increased genetic drift and the loss of heterozygosity and

gPnetie variance. The F vortex reflpcts inbreeding depression and the effects


of loss of heterozygosity on phenotype viability (metabolic clliciency, growth


rate, reproductive efficiency, disease resistance, etc.) and eventually on r . The


A vortex reflects that a decrease in N,  brought about by genetic drift will


affect the ability of a population to adapt to its environment, causing an

increasing lack of "fit" between the population phenotype (PPI and the envi-

ronment tEl.

probably more important, loss of genetic variance may make it in-

creasingly unlikely for a population to track environmental changes

genetically (Frankel and Soule, 1981; Futuyma, 1983). The A vortex

has the longest time scale, meaning that the other vortices will often

lead to extinction before the population suffers serious genetic erosion

and loss of adaptation.

To briefly illus trate the interaction of these positive feedback vor-

tices, we use the case of the howler monkey mentioned earlier in this

chapter and described in Chapter 12. Assuming that the monkeys are

all confined to those 10-ha patches of forest, the consequences include
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an overall decline in population size. Each unit of the fragmented

population is now isolated. The small sizes of these units mean that

they are prone to severe demographic stochasticity and a very high

probability of extinction. Small population size and isolation also pro-

duce a low effective size and a high level of inbreeding and loss of

heterozygosity. In addition, edge effects and other characteristics of

the fragmented habitat change the selective pressures on the monkeys.

Assuming that one generation is equivalent to one cycle through a


vortex, the longer that a population of monkeys survives, the more it

cycles through the F and A vortices. Each cycle further reduces its

fitness, increasing mortality and decreasing natality. This exacerbates

demographic stochasticity (the R vortex), lowering N., still further. As

populations go extinct, the probability of gene flow and recolonization

of empty patches is further reduced, exacerbating the D vortex as well

as the F and A vortices.

SUMMARY

The foregoing treatment of population vulnerability analysis is gen-

eral, but we hope it has been exhaustive at the level of systems

identification. But even if this systems model is comprehensive, it is


far from being a universal protocol for the estimation of minimum

viable populations in specific cases.

One reason for this lack of precision is that specips will diffpr in


their vulnerability to the f(JUr vortices. To some extl·nt, it is possiblt>


to predict the vulnerability to these vortices using taxonomic, ecolog-

ical, and body size categories. For example, small-bodied, high-r in-

sects, fish and rodents-especially those with relatively long-range

juvenile dispers al-are unlikely to suffer from the F and A vortices.

Usually their total population sizes and their rates of gene flow are

great enough to avoid the loss of genetic variation. Besides, their local

populations are relatively susceptible to capture by the R vortex be-

cause rand Var  (r } are positively correlated. In other words, extinc-

tions of patch populations of small annual species are likely to occur

before the F and A vortices are fully engaged (for example see Ehrlich,

1983).

At the other extreme, large, iteroparous organisms can persis t at

low population levels for generations, because oflongevity and because

they are physiologically buffered from short-term environmental

changes. Therefore, trees and large vertebrates have relatively high

probabilities of being sucked into the F and A vortices.

Lineages have been episodically exposed to one or more of these

vortices during their evolution, and therefore may have evolved some

kind of "resistance" to them. For example, the high dispPrsal r a i l ' ~
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and high r characteris tic of many small organisms may be evolution-

ary adaptations that minimize the threats of frequent fragmentation

(D vortex) and local extinctions (R vortex). At the other extreme, it is

conceivable that large-bodied, high trophic level species with chroni-

cally low Ne might evolve some resistance to inbreeding depression,

such as allelic and physiological redundancy. To our knowledge, how-

ever, little evidence exists for such adaptations.

We hope that further elaboration and improvement of this systems

approach will lend itself to the management of rare or endangered

populations. At this point, our approach can be used as a conceptual

checklist for those responsible for the viability of particular species,

and as a guide to gathering the sorts of data that may be most useful

in assessing the connectedness of the scheme we have sketched.
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Mating between close relatives increases the proportion of loci at

which offspring are homozygous because such pairs are genetically

more similar to each other than are pairs of individuals taken at

random from the population. This increase in homozygosity can cause

inbreeding depression. Although few data from natural populations

are available, studies of captive and experimental animals consis-

tently confirm the ubiquity and magnitude of its effects (Ralls and

Ballou, 1983).

Packer (1979) lists three reasons why inbreeding depression should

be expected to occur. Firs t, "increasing homozygosity increases the

chances of a detrimental recessive being expressed." Second, "the het-

erozygote may sometimes be fitter than either homozygote." And third.

"an increase in homozygosity decreases the variability between off-

spring, with the effect that the chance of any one of an individual's

progeny surviving a sudden environmental change may be reduced"

(Williams, 19661.


Outbreeding can also entail costs. For example, outbreeding may

require dispersal over an unfamiliar environment where the risks of

mortality are high; and there may sometimes be genetic costs as well

(Templeton, Chapter 6). The costs of inbreeding versus those of out-

breeding will vary from species to species, depending on a range of
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Mating between close relatives increases the proportion of loci at

which offspring are homozygous because such pairs are genetically

more similar to each other than are pairs of individuals taken at

random from the population. This increase in homozygosity can cause

inbreeding depression. Although few data from natural populations

are available, studies of captive and experimental animals consis-

tently confirm the ubiquity and magnitude of its effects lRalls and

Ballou, 1983).

Packer (1979) lists three reasons why inbreeding depression should

be expected to occur. First, "increasing homozygosity increases the

chances of a detrimental recessive being expressed." Second, "the het-

erozygote may sometimes be fitter than either homozygote.'" And third,

"an increase in homozygosity decreases the variability between off-

spring, with the effect that the chance of any one of an individual's

progeny surviving a sudden Pnvironmental chang< ' ma.v \)(' t·!'dllcPcl"


(Williams, 1966).


Outbreeding can also entail costs. For example, outhreeding may

require dispersal over an unfamiliar environment where the risks of

mortality are high; and there may sometimes be genetic costs as well

(Templeton, Chapter 6). The costs of inbreeding versus those of out-

breeding will vary from species to species, depending on a range of
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